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Motivation

• Student experiments provide a context for learning statistical reasoning and 
introduce topics in study design 

• They give an appreciation of the practical issues involved in carrying out 
experiments and collecting data 

• However in student experiments raise logistical and ethical issues



The Islands

• The original Island launched in 2009 

• An online environment where students can conduct studies involving virtual 
human subjects 

• Provides a genetic history and background story for each Islander 

• Students then propose treatments and measurements for enabling 
experimental studies



Islands Tour



Deliberate Omissions

The Islands don’t do anything… 

• No tools for choosing random samples 

• No tools for applying tasks to multiple Islanders 

• No display of combined data 

• No statistical tools 

• No content



Simulations

• The Islands are based on three simulations running at different timescales: 

• Daily (shared) 
Responsible for the overall history of the population 

• Daily (individual) 
Keeps track of a small number of medium-term experimental effects that 
students required 

• Every 30 seconds (individual) 
Models a range of physiological processes



Example Models

• Students propose tasks to include in the simulation 

• Caffeine and alcohol 

• Glucose/insulin dynamics 

• Sleep states 

• Microarrays 

• Surveys
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and Plasma Insulin Responses to Insulin 

Infusion in Healthy and Diabetic Subjects* 
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Abstract-The blood glucose and plasma insulin responses during slow intravenous infusion of insulin in 
six normal and seven diabetic subjects were fitted to a previously described model utilizing four first-order 
rate constants for the glucose-insulin interactions. Certain lumped parameters of the model were shown to 
be characteristic of the subjects’ responses and abnormalities. The predicted values of blood glucose and 
plasma insulin can be made to approximate the actual measurement in all subjects. Additional studies are 
proposed to delineate further the range of applicability of the model and to characterize diabetic instability. 

Blood glucose Mathematical model Diabetes Insulin infusion 
Optimizing search routine Plasma insulin 

_Computer simulation 

THIS article describes one of a series of studies concerned with diabetic instability and 
associated phenomena.“*2) Some of the articles describing those studies have been primarily 
of a documentary nature,‘3) some have been of a more analytical nature,‘4’ and some have 
been concerned with mathematical models .(5-12) The current article applies a previously 
used model of blood glucose regulation to the description of data from slow insulin infusion 
tests.(13’ 

The aims of the present study were: 
1. To test this simplified linearized model further by comparing the results from the model 

to the simultaneously obtained glucose and insulin responses. GATEWOOD and associatePO’ 
obtained adequate model fit for both glucose and insulin in some of the subjects given oral 
glucose tests. CERESA and associates(14) used this model to fit blood glucose responses to 
glucose infusion and, although adequate conformation was found, other stimuli or other 
responses on the same diabetic patients were not tried. 

2. To determine the ranges of model parameters which might be characteristic of the 
diabetic and normal states, and to investigate the sensitivity of the model to selection of 
parameters in different ranges. 

Since both the previous model studies and the insulin infusion test data had been reported, 
these are reviewed briefly. Emphasis is placed on those aspects which are particularly impor- 
tant for the model simulation studies reported herein. 

*From the Mayo Clinic and Mayo Foundation, Rochester, Minnesota (Drs. Yipintsoi, Molnar, Service 
and Miss Spivak), and from the division of Health Computer Sciences, University of Minnesota, Minneapolis, 
Minnesota (Drs. Gatewood, Ackerman and Rosevear). 

tThis investigation was supported in part by Research Grants HL-43128, RR-7, and RR-267 from the 
National Institutes of Health. Dr. Yipintsoi was the recipient of Special Fellowship Award HL-43128 from 
the National Institutes of Health. 
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THE MATHEMATICAL MODEL 
The basic mathematical model used is essentially a deterministic one with two interacting 

pools, one for blood glucose (G) and the other for the net effective hormone level (H) in 
the blood. The latter represents a weighted average of all endocrine secretions which tend 
to alter blood glucose, those which tend to decrease the blood glucose level being con- 
sidered positive. 

A linearized form of this model, which has been shown to be adequate for a variety of 
tolerance test data,(12) uses the differences (g and h) of G and H, respectively, from their 
fasting values. The model can be represented analytically by two equations: 

g’ = --m,g - m,h + J(t) 

h’ = -m,h + m,g + K(t) 

in which m,, mz, m3 and m4 are constants characteristic of the individual and J and K are 
the rates of infusion of exogenous glucose and hormone, respectively. 

It has been shown(7) that, during a few hours after a glucose tolerance test, h could be 
associated with changes in the blood immunoreactive insulin level. For the present purposes, 
it is assumed that h and K may be considered solely in terms of insulin, although this is 
reconsidered further in the discussion. It is further assumed that the insulin infusion is 
started with the subject in the fasting state, so that one may write: 

g = h = 0 at t = 0. 

Since no exogenous glucose was given, J in the above equations may be set to 0 for the 
infusion test studies. For the specific example under consideration, insulin was infused at a 
constant rate for a known period, t,,. Accordingly, one may write: 

K(t) = R[u(t) - u(t - to)] 

in which R equals a constant rate and u(t) is the unit step function. Simplifying and elimi- 
nating h and 12’ from the above equations leads to the final expression: 

g” + 2ag’ + wo2g = -m*R[u(t) - u(t - to)] and 

h” + 2ah’ + wo2h = mlR[u(t) - u(t - to)] + R[S(t) - 8(t - to)] 

in which 
a = i-(m, + m3) and wo2 = m, m3 + m, m4. 

The solution for g and h depends on whether the quantity (w,,’ - a’) is greater than, less 
than, or equal to 0. 

An iterative, directed-search computer program’* 5, was used to conform the model to 
each experimental curve, so that the weighted* least-square differences were minimized. 
Given initial values for m,, m,, m3 and m4, the program selected values for R, Go (the 
fasting blood glucose concentration) and H, to give the best least-square fit. It then searched 
iteratively the (ml, m2, m3, m4) space for values which would minimize the computed sum 
of the least-square residuals. Functional forms for g and h were selected automatically, 
depending on the value of (wO* - a’). The program also permitted arbitrary restrictions on 
the portions of the (ml, m,, m,, m4) space searched. 

*The weighting is defined in the section on Results. 
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During the infusion of insulin, an attempt was made to reach uniform levels of hypo- 
glycemia. For this purpose glucagon-free beef insulin was infused at a rate of 0.1 unit/kg 
body wt/hr, except in one diabetic (D7, Table 1) in whom 0.2 unit/kg body wt/hr was used. 
Since all of the normals reached a nadir in their blood glucose in less than 1 hr, infusion 
was discontinued for these subjects after 1 hr and the further course of their blood glucose 
levels was monitored. In diabetics, the monitored levels were used to predict the nadir in 
blood glucose and this predicted level was used to terminate the infusions which lasted 
(following this algorithm) from 2 to 4 hr. 

The recorded blood glucose levels were digitized by hand at intervals of 5 or 6 min of the 
experimental record. These digitized data were then used for the conformational studies to 
be described. Digitizing more frequently did not alter the model conformations, although 
the glucose monitoring system was capable of responding to more rapid changes.“@ 

RESULTS 
Figures 1 and 2 show experimental data and model curves for tests in normals and 

diabetics. Optimal fitted values for ml-m4, a and w0 are shown in Table 2. 
Glucose response. Experimentally, one of the most striking differences between the normal 

and the diabetic glucose curves involved the timing of the glucose nadir. For normals this 
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FIG. 1. Simultaneous fitting of both glucose and insulin responses in normal subjects, showing measured 
glucose (G, continuous lines) and insulin (I, solid circles) and best-fitted glucose (G’, broken lines) and 
insulin (I’, short-dash lines) responses to slow insulin infusion. Duration of insulin infusion is represented by 

black bar. 

always occurred in less than 1 hr before the end of the infusion; for diabetics it occurred at 
various intervals after the insulin infusion was terminated. Accordingly, the model curves 
were examined, particularly at their nadirs. On the basis of the diabetic curves or any one 
normal curve, it was not possible to fault the model. However, it was found that the model 
commonly predicted the nadirs of the normal curves at a later time than their actual occur- 
rence. To emphasize the behavior at the nadir, a weighting of the reciprocal of the square of 
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FIG. 2. Simultaneous fitting of both glucose and insulin responses in diabetic subjects. Symbols as in Fig. 1. 

TABLE 2. PARAMETERS DERIVED FROM FITTING OF MODEL TO GLUCOSE AND INSULIN RESPONSES 

Subject EG* EH* % a ml mz m3 m4 277bo 

Nl 0.41 6.5 0.0496 0.0615 0.025 1 0.0703 0.0980 0 
N2 0.65 11.3 0.0649 0.0322 0.0536 0.0858 0.0108 0.0423 
N5 0.70 2.6 0.0647 0.0651 0.0574 0.1575 0.0729 0 
N4 0.22 6.5 0.0429 0.0406 0.0273 0.0271 0.0540 0.0136 
N6 0.09 2.5 0.0508 0.0445 0.0351 0.0262 0.0540 0.0262 
N3 0.23 1.3 0.0697 0.0604 0.0617 0.0438 0.0590 0.0277 
D4a 0.15 8.8 0.0067 0.0120 0.0020 0.0014 0.0220 0 
D4b 0.08 3.9 0.0060 0.0212 0.0009 0.003 1 0.0415 0 
D8 0.32 13.5 0.0121 0.0227 0.0035 0.0006 0.0418 0 
Dll 0.36 6.9 0.0172 0.0213 0.0088 0.0001 0.0338 0 
D7a 0.33 364 0.0084 0.0144 0.0027 0.0012 0.0260 0 
D7b 1.60 442 0.0073 0.0076 0.0056 0.0011 0.0097 0 
D2 0.11 4.4 0.0068 0.0154 0.0016 0.0143 0.0293 0 
D6 0.33 939 0.0076 0.0046 0.0081 0.0857 0.0011 0.0006 
Dl 1.10 121 0.0067 0.0067 0.0063 O.OOll 0.0072 0 

127 
97 
97 

147 
124 
90 

942 
1057 
516 
365 
750 
861 
925 
832 
936 

N 

*E = error value defined as = 
c 

[(Q - nl’)%~J/N in which nl = measured data; n,’ = best-fitted 
i=l 

value; and N = total number of data points. For glucose, IV* = (l/nl’)/ 2 (l/nlz) with N = glucose data 
N 1 

points; for insulin, w, = nJ 
c 

n, with N = insulin data points. 
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The Absolute Bioavailability of Caffeine in Man 
J. Blanchard 1 and S.J.A. Sawers 2 
1Department of Pharmaceutical Sciences, College of Pharmacy, University of Arizona, Tucson, USA, 
and 2University Department of Therapeutics and Clinical Pharmacology, The Royal Infirmary, Edinburgh, Scotland 

Summary. The absolute bioavailability of orally ad- 
ministered caffeine was investigated in 10 healthy 
adult male volunteers, aged 18.8 to 30.0years. The 
subjects were administered a 5 mg/kg dose of caf- 
feine as either an aqueous oral solution or an intrave- 
nous infusion, on separate occasions about 1 week 
apart, in a randomized crossover fashion. Plasma 
samples were collected over the 24-h period follow- 
ing each dose and assayed for their caffeine content 
using a high-performance liquid chromatographic 
technique. The oral absorption was very rapid, 
reaching a peak (Tp) plasma concentration after 29.8 
+ 8.1 rain (mean + SEM). In addition, the variation 
in the maximum plasma concentration (Cmax) was 
low, 10.0 + 1.0 pg/ml. The absolute bioavailabitity 
was assessed by comparing the areas under the plas- 
ma concentration vs. time curves for the intravenous 
and oral doses of caffeine. The rapid absorption re- 
sulted in essentially complete bioavailability of the 
oral caffeine, F(%) = 108.3 _ 3.6%. The caffeine 
plasma half-lives varied from 2.7 to 9.9 h, indicating 
substantial inter-subject variability in its elimination. 

Key words: caffeine; absolute bioavailability, intra- 
and inter-subject variability 

have alluded to the "completeness" of caffeine's ab- 
sorption following oral administration, they were not 
designed specifically to answer this question and 
hence did not utilize a suitable study protocol. The 
present study was therefore initiated in order to in- 
vestigate more fully the absorption aspects of caf- 
feine's pharmacokinetics and, in particular, to deter- 
mine the absolute bioavailability of caffeine admin- 
istered orally in aqueous solution. 

Material and Methods 

Subject Selection 
Ten healthy adult male Caucasian volunteers with a 
mean age (+  SEM) of 21.8 + 1.1 years were studied. 
The subjects were assessed as being "healthy" on the 
basis of a normal health history, physical examina- 
tion, and electrocardiogram. In addition, the subjects 
were within normal limits for the following laborato- 
ry tests: plasma urea, electrolytes, creatinine, biliru- 
bin, aspartate aminotransferase, alkaline phospha- 
tase, total protein and albumin, creatinine clearance 
and complete blood count. None of the subjects 
were taking any prescription or non-prescription 
medication at the time of the study. 

Caffeine is present in coffee, tea, carbonated bever- 
ages, prescription and non-prescription medication, 
and a variety of foodstuffs, making it one of the most 
widely-consumed agents in the world. Recently, 
there has been a renewed interest in the therapeutic 
potential of caffeine as a result of its success in treat- 
ing apnea in premature infants (Aranda et al. 1977; 
Bada et al. 1979). Although some previous studies 
(Axelrod and Reichenthal 1953; Aranda et al. 1979) 

Experimental Protocol 
After obtaining informed consent, each subject was 
administered both an oral and an intravenous dose 
of caffeine (5 mg/kg), on separate occasions, about 
1 week apart using a crossover design. The dosing or- 
der was randomized to avoid any confounding ef- 
fects due to the route of administration employed. 
All doses were administered at approximately 
9: 00 a. m. on the day of the kinetic trial. The intrave- 

0031-6970/83/0024/0093/$01.20 



THE EFFECT OF CAFFEINE, COFFEE AND DECAFFEI-
NATED COFFEE UPON BLOOD PRESSURE, PULSE
RATE AND SIMPLE REACTION TIME OF MEN OF
VARIOUS AGES’

KATHRYN HORST AND WILLIAM L. JENKINS

From the Laboratory of Pharmacology, University of Michigan Medical School,

Ann Arbor, Michigan

Received for publication December 26, 1934

Early investigators (1, 2) found that the simple reaction time
of man was decreased under the influence of coffee or caffeine,
although more recently (3) an increase has been reported. In
these studies the effect of any coffee and tea ingested during the
period of experimentation was disregarded. Eddy and Downs
(4) found that individuals responded to a very small dose of
caffeine by a decrease in reaction time during a period on coffee
and by an increase during a period of abstinence. In the present
investigation attention was directed toward the duration and the
magnitude of the change in reaction time elicited by a single dose
of coffee or caffeine. For purposes of control the reaction time
after decaffeinated coffee was also studied. Men of various
ages received coffee or caffeine at intervals of from two to seven
days and decaffeinated coffee on the intervening days. No
other caffeine-containing beverages were taken during the period
of study. As experiments were generally conducted once daily,
our method of investigation revealed not only the immediate
response to the drugs but also the reaction on the following day.
The usual dosages of caffeine, 3 and 4 mgm. per kilogram of body
weight, were much larger than those investi gated by Eddy and
Downs, although smaller doses were also administered. In
accordance with the procedure used in our previous experiments

1 The expense of this research was defrayed by a grant from the W. K. Kellogg
Company, Battle Creek, Michigan.
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Prediction of Blood Alcohol 
Concentrations in Human Subjects 

Updating the Widmark Equation 

Patricia E. Watson, M.H. Sc., Ian D. Watson, Ph.D. 
and Richard D. Batt, Ph. D., D. Phil. 

SVMMaaY. Equations are derived for expressing the relationship between alcohol intake 
and blood alcohol concentration in terms of total body water and the blood water fraction. 
These equations are more exact than Widmark's, and if used in conjunction with regression 
equations to calculate total body water, will give more accurate predictions of BAC. 

N RECENT YEARS traffic and health authorities around the world have presented the drinking public with numerous 
charts and reckoners that aim to inform people of the 

amount of beverage alcohol they can drink with safety. Most of 
these are based on calculations that' use the Widmark equation (1) 
to estimate blood alcohol concentration (B^c). 

It is nearly 50 years since Widmark first published this impor- 
tant equation, and while still basically correct, to use it in the same 
form today is to fail to take advantage of the data from numerous 
studies on body fluids published since 1950 (2). We show herein 
that the Widmark equation can be recast, with use of these data, 
to yield more. accurate predictions of B^½. 

The Widmark Equation 
The Widmark equation describes the relationship, under fasting 

conditions, between the total amount of alcohol ingested (A), the 
alcohol concentration in blood at zero time (Co) and the body 
weight (p): 

A=rxpxCo. [1] 

•From the Department of Chemistry, Biochemistry and Biophysics, Massey University, 
Palmerston North, New Zealand. 

Received for publication: 12 May 1980. Revision: 26 November 1980. 
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Exploring Mathematical Models for Calculating Blood Alcohol Concentration 
 

S. J. Kouba, M. B. M. Elgindi, R. W. Langer 
Department of Mathematics 

University of Wisconsin – Eau Claire 
Eau Claire, WI 54702-4004 

 
 

ABSTRACT.  A mathematical model for blood alcohol concentration (BAC) that takes into 

account gender, kidney function, liver function, the amount of alcohol consumed, body weight, 

and period of alcohol consumption is developed.  Graphical results from a Visual Basic program 

implementing this model agree with the experimental data gathered.  Results from this model can 

be used to inform the public about responsible use of alcohol.  It will also allow a person to trace 

back BAC information to determine the BAC at a time an offense occurred.  Finally, accurate 

determinations of the level and length of time the alcohol remains in the blood are important in 

studies related to the effects of alcohol on the brain cells and other body organs. 

 

1.  Introduction 
 
 Blood alcohol concentration is affected by three different processes.  These processes are 

absorption of alcohol into the bloodstream, metabolism of alcohol, and excretion of alcohol 

through breath and urine.  Each of these processes is influenced by other factors.  Absorption is 

influenced by the amount of food in the stomach, the rate the stomach empties into the intestines, 

and gender.  Metabolism is influenced by the liver function, body weight, and the period of time 

over which alcohol is consumed.  Finally, excretion is influenced by the amount of alcohol, 

gender, health, and the period of time over which alcohol is consumed.  In order to make an 
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A Confirmatory Evaluation of the Profile of 
Mood States: Convergent and Discriminant 
Item Validity 

John  R. Reddon,  1,2 Roger Marceau,  3 and Ronald  R. Holden  4 

Accepted: May 16, 1985 

The Profile o f  Mood States was administered to samples o f  182 college males, 
179 college females, and 257prison inmates. College males and females did 
not differ significantly from each other in terms of  scale elevation but 
differed from prison inmates on all scales except Fatigue-Inertia. The col- 
lege samples differed from the published normative college samples, suggest- 
ing the importance o fus ing local norms. A confirmatory item factor analysis 
suggested convergent item validity with the scoring key and similarity o f  struc- 
ture across samples. Discrirninant item validity, however, suggested that a 
smaller number o f  mood scales would offer a more justifiable interpretation 
of  this inventory. 

KEY WORDS: affective disorders; construct validation; mood states; Profile of Mood States; 
test construction. 

I N T R O D U C T I O N  

A considerable amount  of  research on affective disorders has utilized 
the assessment of  moods (Howarth & Schockman-Gates,  1981). The assess- 
ment of  moods,  however, presents a number of  problems which have been 

This study was supported by the Alberta Hospital Edmonton, the Solicitor General of Canada, 
and Social Sciences and Humanities Research Council of Canada Grant 410-80-0576-X1. 

~Alberta Hospital Edmonton, Edmonton, Alberta, Canada. 
2To whom correspondence should be addressed at Statistics Lab, Department of Neuro- 

psychology, Alberta Hospital Edmonton, Box 307, Edmonton, Alberta T5J 2J7, Canada. 
3Regional Psychiatric Centre, Abbotsford, British Columbia, Canada. 
4Queen's University, Kingston, Ontario, Canada. 
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Table | .  Means,  Standard Deviations, and Coefficient Alpha  Reliabilities 

College males College females Prison inmates 

Scale Mean SD Alpha  Mean SD Alpha Mean SD Alpha 

Tension-Anxiety 8.15 6.02 .87 9.22 6.67 .88 12.47 7.74 .90 
Depression-Dejection 8.66 9.80 .93 9.85 9.63 .91 19.84 14.38 .94 
Anger-Hosti l i ty 7.90 7.95 .91 7.25 8.24 .91 12.33 10.83 .92 
Vigor-Act ivity 18.43 6.33 .89 17.82 6.93 .92 14.89 6.81 .87 
Fatigue-Inertia 8.77 6.49 .91 9.46 6.83 .91 8.84 6.67 .90 
Confusion-Bewilderment 6.38 4.70 .81 6.54 4.64 .78 8.33 5.83 .82 
Total Mood Disturbance 21.45 32.96 24.49 33.51 46.92 42.51 

e ~  
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The Relation Between Perception and Behavior,
or How to Win a Game of Trivial Pursuit

Ap Dijksterhuis and Ad van Knippenberg
University of Nijmegen

The authors tested and confirmed the hypothesis that priming a stereotype or trait leads to complex
overt behavior in line with this activated stereotype or trait. Specifically, 4 experiments established
that priming the stereotype of professors or the trait intelligent enhanced participants' performance
on a scale measuring general knowledge. Also, priming the stereotype of soccer hooligans or the
trait stupid reduced participants' performance on a general knowledge scale. Results of the experi-
ments revealed (a) that prolonged priming leads to more pronounced behavioral effects and (b) that
there is no sign of decay of the effects for at least 15 min. The authors explain their results by
claiming that perception has a direct and pervasive impact on overt behavior (cf. J. A. Bargh, M.
Chen, & L. Burrows, 1996). Implications for human social behavior are discussed.

I am a camera with its shutter open, quite passive, recording, not
thinking.

—Christopher Isherwood

Some time ago, a few members of the Department of Social
Psychology of the University of Nijmegen visited a soccer match.
After they had parked their car, they walked the remaining mile
to the stadium. The psychologists, behaving calmly and orderly
as ever, were surrounded by hundreds of soccer fans and hooli-
gans, many of whom were yelling and shouting. After some
time, one of the members of the department engaged in some-
what unusual behavior. He saw an empty beer can, and, in what
seemed to be an impulsive act, he kicked it as far away as
possible. During the next few minutes, he and a slightly embar-
rassed colleague pondered on possible explanations.

One explanation is that, upon seeing soccer hooligans, one
may—without being aware of it—-start to act like them. That
is, the activation of the representation of soccer hooligans leads
to the tendency to behave similarly. Recent research showed that
this is indeed possible. The mere perception of a person or a
group of persons triggers a mechanism producing the tendency
to behave correspondingly. In a series of studies, Bargh, Chen,
and Burrows (1996) demonstrated such unconscious and unin-
tentional effects of perception on social behavior. It was estab-
lished that priming someone with a trait (e.g., rudeness) or
a stereotype (e.g., elderly, African American) indeed leads to

Ap Dijksterhuis and Ad van Knippenberg, Department of Social Psy-
chology, University of Nijmegen, Nijmegen, the Netherlands.

This research was facilitated by a Royal Netherlands Academy of
Sciences fellowship awarded to Ap Dijksterhuis. We thank the many
colleagues who gave us valuable advice during conferences at which
we presented these findings.

Correspondence concerning this article should be addressed to Ap
Dijksterhuis, Department of Social Psychology, University of Nijmegen,
P.O. Box 9104, 6500 HE Nijmegen, the Netherlands. Electronic mail
may be sent to dijksterhuis@psych.kun.nl.

behavior in line with the activated constructs (see also Carver,
Ganellen, Froming, & Chambers, 1983; Neuberg, 1988). For
example, priming participants with the stereotype of the elderly
made participants walk more slowly than participants who were
not primed (Bargh, Chen, & Burrows, 1996, Experiment 2) .

In our view, the notion that behavior is under direct perceptual
control is of central importance for the understanding of human
behavior. After all, upon meeting someone, one usually makes
several categorizations instantly. One infers personality traits
from the behavior of others spontaneously (Winter & Uleman,
1984). One activates stereotypes automatically (Devine, 1989).
Hence, it is not immoderate to conclude that social interaction
usually involves the activation of trait constructs and stereo-
types. In this light, the findings of Bargh, Chen, and Burrows
(1996), establishing that people's actions are unintentionally
affected by these activated traits and stereotypes, do warrant
further exploration.

With the present research, we want to make two contributions.
First, we address the question of whether the effects of percep-
tion on behavior are confined to relatively simple actions or
whether one can also evoke more complex behavioral patterns
this way. Second, we explore the parameters of the perception-
behavior link. Specifically, we study the relation between the
strength of the prime and the strength of the resulting behavioral
effect. Furthermore, we investigate the decay function of the
effects of perception on behavior.

In should be noted in advance that throughout this article,
we use the term perception rather loosely. The object of investi-
gation is perception, or the activation of perceptual representa-
tions. In our research, as well as in most of the research we
discuss and in most social cognition research in general, the
researcher does not activate representations (e.g., a stereotype)
by presenting participants with the real object of perception
(e.g., a group member). Instead, the researcher uses priming
manipulations to activate these perceptual representations.
Hence, for the sake of simplicity, receiving priming (including
the somewhat unorthodox priming manipulations we use) is
treated as functionally equivalent to perception. We realize, how-
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and appearance attributes of this typical professor (or secretary). Partici-
pants were requested to list their thoughts on a blank sheet of paper that
had been provided by the experimenter when participants entered their
cubicles. Participants were told that this information would be used for
forthcoming experiments of the Department of Social Psychology. The
choice for stereotypes of professors and secretaries was based on a pilot
study in which 40 participants rated these (and other) groups on 56
traits. In this pilot study, 9-point scales were used, with poles labeled
professors [secretaries] are not at all (1) and professors [secretar-
ies] are very (9) . Professors were perceived as intelligent (M =
7.78) and as knowledgeable {M = 7.56). Secretaries were chosen as
an additional control condition. They were rated near the midpoint of
the scale (i.e., as neutral) with respect to the traits intelligent {M —
5.05) and knowledgeable (M = 4.83).

After they had completed the priming procedure, participants were
asked to start with a second, purportedly unrelated task. The computer
program asked the participants to open an envelope that was on the table
next to the computer. This envelope contained a booklet with 42 multiple-
choice questions, each with four choice options. The booklet consisted
of six pages. On each page, seven questions were listed. Participants
were told that the Personality Department was currently developing a
"general knowledge" scale. This scale consisted of five subscales, each
containing 42 questions. The subscales ranged from very easy (1) to
very difficult (5) . At that time, we told participants, we were testing the
differences in difficulty between the five subscales. For ethical purposes
we told all participants that they would receive the most difficult subscale
(prestudies indicated that students answered about 50% correctly, indi-
cating that the questions were fairly difficult, considering that a score
of 25% would be obtained by mere guessing). Participants were asked
to answer the questions by choosing one out of four options. They were
told that there were no time constraints. They were asked to push a
button before they started and after they finished. This was done to
measure the time participants spent on the task.

The 42 questions were all taken from the game Trivial Pursuit, For
each question, in addition to the correct answer, three incorrect choice
options were also provided. Examples of questions and choice options
are "Who painted La Guernica?" (a. Dali, b. Miro, c. Picasso, d.
Velasquez), "What is the capital of Bangladesh?" (a. Dhaka, b. Hanoi,
c. Yangon, d. Bangkok) and "Which country hosted the 1990 World
Cup soccer?" (a. the United States, b. Mexico, c. Spain, d. Italy). The
right answer was option a on 11 questions, option b on 11 questions,
option c on 10 questions, and option d on 10 questions. To control for
possible order effects, we constructed six different booklets. In different
versions, each page appeared as the first page, as the second page and
so on, to the last page. Ten copies were made of all six versions. The
booklets were randomly distributed among the participants.

After completing the questionnaire, participants were debriefed care-
fully. First, participants who were primed were asked which departments
were conducting the experiments. With just three exceptions, participants
correctly recalled that the first experiment was conducted by the Depart-
ment of Social Psychology, whereas the second experiment was con-
ducted by the Department of Personality. Subsequently, participants were
asked whether the first task might have influenced performance on the
second task. None of the participants believed the first task to have
affected the second. In sum, none of the participants indicated suspicion
as to the actual relation between the tasks. In fact, upon being told about
the hypothesis, many participants found it very hard to believe that the
priming procedure might have influenced their performance on the gen-
eral knowledge task. After the debriefing, participants were thanked,
paid, and dismissed.

Results and Discussion

Number of correct answers. We expected that priming
would influence performance on the general knowledge task.

Specifically, we hypothesized that participants who had been
primed with the professor stereotype would outperform the other
participants, who either had been primed with the stereotype of
a secretary or had not been primed at all.

We counted the number of correct answers for each partici-
pant. The percentages were subjected to a 3 (prime: no prime
vs. secretary prime vs. professor prime) between-subjects analy-
sis of variance (ANOVA). The predicted main effect was highly
significant, F(2, 57) = 5.64, p < .007. The percentages of
correctly answered questions are listed in Table 1. As can be
seen, participants primed with the stereotype of professors
{M = 59.5) outperformed those who were primed with the
stereotype of secretaries (Af = 46.6), F(i, 57) — 10.45, p <
.003, and the no-prime control participants (Af = 49.9), F(l,
57) — 5.84, p < .02. There were no differences between partici-
pants primed with the stereotype of secretaries and no-prime
control participants, F ( l , 57) = .46, p < .50.

To examine possible decay over time, we divided the overall
score in three scores. The first score represented the proportion
of correct answers on the first two pages of the booklet, the
second score represented the proportion on pages 3 and 4, and
the third score represented the proportion on the last two pages.
These proportions are listed in Table 1.

Table 1 shows that there might be some reason to assume
decay of the priming effects during the completion of the ques-
tionnaire. The differences between experimental conditions with
respect to the proportions of correct answers are more pro-
nounced for the first four pages (Score 1 and Score 2) than for
the last two pages (Score 3) . To test the significance of the
decay, we compared linear and quadratic trends of the professor
prime condition with the control conditions. A downward linear
trend may be seen as an indication of immediate decay (i.e.,
decay that starts immediately after the priming procedure ends).
A quadratic trend might be indicative of delayed onset of decay
(e.g., after a few minutes). We subjected the scores to a 3
(prime: no prime vs. secretary prime vs. professor prime) X 3
(time phase: Score 1 vs. Score 2 vs. Score 3) within-participants
AN0\&. The within-subject score was analyzed in terms of
linear and quadratic trends. First, there were no interaction ef-
fects of prime with time phase, neither with the linear trend,
F(2, 57) = .80, p < .46, nor with the quadratic trend, F(2 ,57)
= 1.70, p < .20. Also, comparisons between the professor prime
condition and the two other conditions revealed no significant
interactions, so there is no apparent relative decay of enhanced
performance of the professor prime condition compared with
the other two conditions.

Speed. For exploratory purposes, we measured the time par-
ticipants spent on the questionnaire. Unfortunately, the time of
the first 11 participants was not recorded because of a technical

Table 1
Experiment 1: Number of Correct Answers (Percentages)

Prime All questions Score 1 Score 2 Score 3

No prime
Professors
Secretaries

49.9
59.5
46.4

51.3
60.0
44.4

46.1
62.1
46.4

52.3
56.4
48.4



Current Development

• New models related to 

• Environment and animal populations 

• Education and employment 

• Agricultural production 

• Public health 

• Ethical clearance 

• Expand engagement and scope for student projects



Time

• 28 days in the real world is 1 year for the Islanders 

• Allows for longitudinal studies and agricultural trials during a semester 

• Each week in the real world is then a season for the Islanders 

• Physiology still happens in real time (including sleep)
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Example Project

Genetic Basis of Eye Colour 

The participants were randomly selected from the town of Edwardton. All were 6 
years of age or older, so that they could complete the survey. The subjects took 
the survey, which asked for eye colour, then had their combined chromosome 
mapped onto a microarray. 10 Islanders of each of the 4 eye colours were 
recruited, for a total of 40 participants. A one-way analysis of variance (ANOVA) 
test and a Bonferroni correction was used to determine if any genes varied 
significantly between  
eye colour groups.



Figure 1. This figure shows side by side box plots of blue, brown, green and purple eye colour, for all 256 Islander genes.



Figure 2. This figure shows side by side box plots for the expression of the T34 gene in the different eye colour groups.



Figure 3. This figure shows side by side box plots for the expression of the T157 gene in the different eye colour groups



Results

The individual boxplots of these two genes, T34 and T157, are shown in Figures 
2 and 3… After the Bonferroni correction, the p-values for these genes were 
0.0002 and 0.0047 respectively. Figures 2 and 3 suggest that combinations of 
high and low expression of both genes determine eye colour. It will not however, 
always be possible to confidently allocate a person’s eye colour from the 
expression of these two genes as there is overlap of the expression of the 4 
groups in both genes.



Questions?


